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Abstract: The Covid-19 pandemic has brought a lot of concerns about the operational and financial 
situation of businesses. Forecasting is crucial as it guides businesses through these critical points. 
Forecasting has become even more critical in the pandemic environment and therefore the necessity 
of using an accurate forecasting method has increased. Taking this into consideration, in this study, 
intelligent machine learning methods, namely; Grey Model (GM), Artificial Neural Network (ANN) 
and Support Vector Machine (SVM) are applied to make a short-term prediction of a food 
supplement, a product whose demand increased with the pandemic situation. Eighty-five percent 
of the historical data is used for training purposes and fifteen percent of the data is used for 
measuring accuracy. The accuracy of the models employed is improved with parameter 
optimization The accuracy performance indicator Mean Absolute Percentage Error (MAPE) showed 
that all methods give superior results when the historical data has an increasing sales trend. This 
study presents an important consideration for businesses and has a potential to be generalized for 
a business whose sales have an increasing trend not only because of the pandemic but also for any 
reason. 

Keywords: Machine Learning; Grey Model; Artificial Neural Network; Support Vector Machine; 
Sales Forecasting 

 

1. Introduction 

Sales forecasting is essential for a company to make strategic decisions, especially to achieve 
better production planning, inventory control and financial estimation [1]. Sales forecasts especially 
form the basis for supply policies, therefore poor forecasting causes too much or too little stocks, 
directly affecting competitiveness and revenue [2]. Therefore, improving the accuracy of forecasts 
will provide better operational efficiency and financial savings. Taking this into consideration, many 
algorithms have been developed to take the advantages of more accurate forecasts [3].  

In many decades, statistical models have been widely applied in conducting forecasting. 
Statistical models are effective and the study can be completed in a very short time even if the data 
set is large, but they may underperform with complex data pattern [4]. Machine learning methods, 
which have been used more recently, are more efficient and flexible than traditional statistical 
techniques for forecasting since they have a better processing power [5]. Tarallo et al. [6] made a 
comprehensive investigation for the machine learning techniques emphasizing their superiority to 
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traditional statistical techniques. Many forecasting studies were conducted to evaluate and compare 
statistical and machine learning methods, both within themselves and with each other. 

Ansuj et al. [7] applied autoregressive integrated moving average (ARIMA) and ANN methods 
to forecast sales in a medium-sized enterprise and found more accurate results with ANN according 
to mean absolute error (MAE) measurement. Kotsialos et al. [8] compared Holt-Winter’s method and 
ANN for sales forecasting of two German companies and found slightly better results with ANN. 
Tanaka [9] proposed a sales forecasting model with a knowledge-based database observing 
correlations for new-released and nonlinear sales trend products and results showed that their 
proposed model is superior to applied statistical methods; moving average (MA) and exponential 
smoothing (ES) according to MAPE indicator. Kandananond [10] applied ANN, SVM and ARIMA to 
predict demand for six different consumer products and found out that for each product, SVM 
performs better than ANN and ARIMA according to MAPE measurement. Choi et al. [11] examined 
ANN, ANN+GM hybrid model and GM to forecast color trend of a fashionable product by employing 
real sales data and found that the latter gave best MAPE value. Yu et al. [12] used SVM for 
newspaper/magazine sales forecasting and their experiment showed SVM is very successful in this 
kind of task. Du et al. [13] used SVM and ANN for forecasting demand of perishable farm products 
and results show that SVM outperformed ANN. Kitapçı et al. [14] forecasted automobile sales with 
linear regression (LR) and ANN; the mean square error (MSE) and MAPE measurements showed 
ANN was more successful than LR. Xia and Wong [15] established a seasonal discrete GM for one-
step-ahead forecasting sales of fashion products using real sales data of three different retailers and 
compared their model with ANN, autoregressive (AR), GM (1,1), Markov GM (1,1), Tseng’s model 
and fuzzy grey regression model; and they found the lowest MSE and MAPE with their proposed 
model. Pillo et al. [16] applied SVM and the statistical methods; ES, Holt-Winter’s ES (HWES) and 
ARIMA to forecast sales of a commodity in retail and they got the lowest MSE value from SVM, 
suggesting any sales manager to consider using the SVM method rather than conventional methods. 
Vhatkar and Dias [17] forecasted the sales of three different types of oral-care goods with ANN. They 
used mean absolute deviation (MAD), MSE and root mean square error (RMSE) performance 
measurements and concluded that ANN gave accurate results. Karmy and Maldonado [18] applied 
SVM for forecasting sales of duty free and travel retail industry. The MAPE indicator showed that 
SVM gave higher forecasting accuracy compared to ARIMA and Holt-Winter methods applied. 
Güven and Şimşir [19] used ANN and SVM for sales forecasting of different products in retail 
garment sector and according to MSE, both methods yielded good results, with ANN slightly more 
successful. Zhang et al. [20] forecasted the monthly sales of cigarettes by applying ARIMA, seasonal 
ARIMA, Winter’s multiplicative model and their own model in which they take seasonal and trend 
factors into consideration. Their proposed model gave the lowest error percentage. Taşdemir and 
Şeker [21] applied GM (1,1), ANN and fuzzy time series to find one-step ahead forecast of a cleaning 
product and the APE measurement showed that all the models gave superior results. 

Based on the literature review above, machine learning methods have been very successful in 
sales forecasting. Obviously, the Covid-19 pandemic has changed the sales tendencies of some 
products in a positive way and change in trends has disrupted the forecasting process. To minimize 
the effects of this change, the necessity of the reliable methods increased. Therefore, this study has 
aimed to make a short-term forecasting for the sales of a food supplement with three reliable machine 
learning methods, namely; GM, ANN and SVM. Although there are important studies in the 
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literature on sales forecasting with GM, not much research has been conducted on comparison of GM 
with ANN and SVM methods together. This study contributes to the literature with comparative 
application of these 3 models. In addition, all models have been improved by optimizing their 
parameters before the final comparison is made. The underlying challenge of the task was utilizing 
these methods with limited historical data and this is especially may not be a good option for ANN, 
however, this problem can be reduced to some extent by parameter optimization. 

The remainder of this paper is structured as follows: Section 2 describes the methodology of the 
methods applied to make short-term forecasting and evaluation measurement used for the accuracy 
of these methods. Section 3 describes the application of the methods with optimized parameters in 
details and summarizes the outputs. Section 4 presents the conclusion for the whole study. 

2. Methodology 

2.1. Grey Theory 

The grey system model is first proposed by Deng [22] and GM (1,1) is the simplest form of this 
model which is widely used for forecasting. GM (1,1) requires at least four observations and has high 
forecasting capability with small samples. In GM (1,1), an accumulated generation operation (AGO) 
is applied to construct differential equations to get the forecasted output from the system [23]. The 
GM (1,1) formulation is given in the following [24]:  
Step 1: Consider an original series to be 

                     x (0) = x (0)(1), x (0)(2), x(0)(3),…, x(0)(n)                      (1) 

Step 2: A new sequence of x(1) series is obtained using the AGO. 

                     x(1) = (x(1)(1), x(1)(2), x(1)(3),…, x(1)(n))       (2) 

                  𝑥(ଵ)(𝑘) = ∑ 𝑥()(𝑖)
ୀଵ               (3) 

Step 3: A first-order differential equation is generated as follows: 

                 (dx (1)/dt) + αz=v        (4) 

                    z(1)(k) =αx(1)(k) +(1-α)x(1) (k+1), k=1, 2, n-1       (5) 

α indicates a horizontal adjustment coefficient where 0 < α < 1. The selection criterion of α value is 
targeted to obtain the minimum forecasting error. 
Step 4:  

                  𝑥ො(ଵ)(𝑘 + 1) = ቀ𝑥()(1) −
௨


ቁ 𝑒ି +

௨


                    (6) 

                  𝜃 = ቂ
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𝑢

ቃ = (𝐵் 𝐵)ିଵ𝐵்𝑌              (7) 
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−𝑧(ଵ)(3)
…

−𝑧(ଵ)(n)
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…
1⎦

⎥
⎥
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             (8)  

                   Y = (x (0)(2), x (0)(3), …, x(0)(n)) T       (9) 

Step 5: Inverse AGO. Since the grey forecasting model is conducted by applying AGO data instead 
of the original data, IAGO can be employed to reverse the forecasting value as given in the following: 

𝑥ො
()

= (𝑥ො(ଵ)(𝑘) − 𝑥ො(𝑘 − 1), 𝑘 = 2,3, … , 𝑛              (10) 
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2.2. Artificial Neural Network 

Artificial neural networks are computational models inspired by human brain and are used in 
forecasting problems [11]. A common ANN structure consists of some elements called input, hidden 
and output layers. Information is provided in the input layer, while the output layer produces the 
forecasting results. The hidden layer between those two layers establishes nonlinear relationships 
between inputs and outputs by adjusting weights which is called learning. The general structure of 
an ANN is given in Figure 1. 

 

Figure 1. This Structure of ANN. 

A special type of feedforward artificial neural network is multilayer perceptron (MLP) which is 
employed in this study. MLP consists of one input and one output layer and one or more hidden 
layers [25]. Mathematical calculation of MLP is given by following formula: 

                        y= 𝑓{ 𝑤
ே

ୀଵ
𝑓ுൣ∑ ℎ


ୀଵ 𝑋 + 𝑏൧ + 𝑏}       (11) 

where y is the output, x is the input vector, hij is the matrix of weight, bj is the vector of bias, and fH is 
the activation function of hidden layer, wj is weight vector, b0 is the bias scalar and f0 is activation 
function of output layer [26]. 

2.3. Support Vector Machine 

The support vector machine was introduced by Vapnik [27] and it is one of the machine learning 
techniques used both for classification and regression. Although they were underestimated in the 
past, currently they can yield successful results which are comparable to those of ANNs and other 
intelligent methods [28]. SVM employs a linear function in a large space to test the forecasting 
regression. In SVM, forecasting is calculated by following formula: 

   f(x)=wTx+b            (12) 

where x is the input vector, b is bias and w is the weight vector [26]. 
An iterative algorithm for solving regression problems is called Sequential minimal optimization 

(SMO) and later improved by Shevade et al. [29] to solve regression problems which named SMOreg 
[30]. SMOreg is the function which will be the scope of this study. 

2.4. Evaluation of Accuracy 
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One of the robust forecasting accuracy measurements is MAPE, which is proposed by Lewis 
[31]. According to Lewis, if the MAPE value is less than or equal to 10%, forecasting accuracy is 
evaluated high. The formulation for MAPE is given as follows: 

           𝑀𝐴𝑃𝐸 =
ଵ


 ቚ

௬()ି௬ො(୧)

௬()
ቚ



ୀଵ
× 100%               (13) 

where y(i) is the actual value and 𝑦ො(𝑖) is the predicted value of y for period i [32]. 

3. Application and Discussions 

This study focuses on a food supplement whose sales have increased due to the pandemic and 
aims to provide an accurate forecast of the relevant product. The company never experienced any 
increase like this; especially an unprecedented one like amid pandemic, therefore the necessity of an 
accurate forecasting system has become much more critical than ever. To employ in the forecasting 
models, the original data was extracted from the company’s data base and the data starts from March 
2019, when the first covid case was seen in Turkey and ends in June 2020 which creates a total of 16 
observations. Based on this data set, it is aimed to make a short-term forecast for the following 3 
months. The GM (1,1), ANN and SVM methods mentioned in section 2 were used to perform the 
estimation and MAPE is used for evaluating the performance of these methods. By analyzing the 
results of these forecasting models, the company will decide whether to replace their legacy 
forecasting method since it is not satisfactory. 

3.1. GM (1,1) Model Results 

According to the formulations steps used in GM (1,1) given in section 2.1, the model is 
established using the original sales data of the food supplement. 
Step 1: The original series belonging to related product are x(0) = {13280, 15045, …, 32870}. 
Step 2: x(1) cumulative series are then calculated as x(1) = {13280, 28865, …, 366806}. 
Step 3: The calculations showed that the best value for α is 0.16. 

൦
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−43215

. .
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൪ , 𝑌 = ൦
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൪ , 𝜃 = (𝐵்𝐵)ିଵ𝐵்𝑌 = 
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൨ 

Step 4: When we take 𝜃 into consideration: 

𝑥ො
(ଵ)(𝑘) = ቂ𝑥()(1) −

𝑢

𝑎
ቃ (1 − 𝑒)𝑒ି(ିଵ) 

The equation of GM (1,1) becomes:  

𝑥ො
()

= 13280 −
143523,1

−0,0525
൨ (1 − 𝑒ି,ହଶହ)𝑒ି(ି,ହଶହ)(ିଵ), 𝑘 = 2,3, … , 𝑛, 𝑛 + 1 … 

For next 3 months, GM (1,1) gives the following forecast values respectively: 34080, 35290, 37860. 

3.2. MLP Results 

The MLP model is established to forecast the 3 months ahead sales of food supplement product 
in Waikato Environment for Knowledge Analysis (WEKA) 3.8.5 software. The software is developed 
in Java by University of Waikato for machine learning studies. When the software is run, a screen 
with five different interfaces is displayed. The software also has a package manager where it is 
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possible to access various tools [28]. Forecast plugin is one of these tools which is installed to apply 
MLP and SMOreg models in this study (Figure 2). 

 

Figure 2. WEKA forecasting plug-in. 

MLP models have some parameters to be optimized to reach best accuracy. These parameters 
are number of epochs (N), number of hidden layers, number of neurons, learning rate (L) and 
momentum (M). To train MLP, 85% of the data is used and several experiments have been applied to 
minimize MAPE. Table 1 shows the list of experiments and the obtained MAPE value accordingly. 
The first experiment shows the default parameters in WEKA. Firstly, the experiment was started with 
the first three trials of epoch number, and it was observed that the forecasting accuracy decreased 
due to the overfit of the model when the epoch number increased too much. When the number of 
epochs is reduced, the forecasting accuracy decreased again due to the inability of the model to learn 
enough. In the first, fourth and fifth experiments, other parameters were kept constant and the 
number of neurons was changed, and it was found that these changes decreased the forecasting 
accuracy again. The first and sixth experiments were examined to see how the number of hidden 
layers affected the prediction accuracy, and the results show that increasing the number of hidden 
layers from one to two significantly reduced the accuracy. In the transition from the sixth experiment 
to the seventh experiment, it is shown that the accuracy decreased when the number of neurons is 
decreased again while the number of hidden layers is still two. In the first, eighth and ninth 
experiments, the learning rate was changed and other parameters were kept constant. Accuracy 
increased when the learning rate was 0.2, unlike the default value. Finally, in the first, tenth and 
eleventh experiments, the momentum was changed and the other values were kept constant, and it 
was observed that the accuracy increased when the momentum value was 0.3. Based on the 
experiments conducted, the best value for MAPE is obtained with 500 epochs, 1 hidden layer, 10 
neurons, 0.3 learning rate and 0.3 momentum as shown in Table 1. Figure 3 shows the actual sales 
between period 1 and 19 and the forecasted sales for period 17, 18 and 19 for the best set of parameters 
in MLP. The forecasted values are 34080, 35751 and 37132 respectively while the actual values are 
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34067, 35789 and 37893. It is revealed from Figure 3 that forecast values of the MLP are close to actual 
sales values. 

Table 1. MLP parameters and corresponding MAPE values. 

Experiment 
Number 

Number of 
Epoch 

Number of 
Hidden Layer 

Number of 
Neurons 

Learning 
Rate 

Momentum MAPE 

1 500 1 10 0.3 0.2 0.86% 
2 1000 1 10 0.3 0.2 1.43% 
3 100 1 10 0.3 0.2 1.56% 
4 500 1 5 0.3 0.2 1.41% 
5 500 1 15 0.3 0.2 1.34% 
6 500 2 10 0.3 0.2 4.01% 
7 500 2 5 0.3 0.2 4.10% 
8 500 1 10 0.4 0.2 1.47% 
9 500 1 10 0.2 0.2 1.03% 
10 500 1 10 0.3 0.3 0.72% 
11 500 1 10 0.3 0.4 0.81% 

 

 

Figure 3. Actual sales and forecasted sales of MLP. 

3.3. SMOreg Results 

The regression algorithm of SVM, which is called SMOreg is also established in WEKA 
environment. As in MLP, the same percentage in SMOreg is used for training purposes. In addition 
to this, SMOreg has also key parameters to be optimized, such as Kernel and complexity (C) 
parameters. Kernel function determines how to allocate data in the future space and C determines 
the flexibility of the line to separate different classes [33]. Kernel function can be selected in WEKA 
interface and the C parameter must be set by the user. The best setting of the parameters can only be 
found by experimentation [34]. The Kernels used in the experiments are Normalized Polynomial 
(Normalized Poly), Polynomial (Poly), Pearson VII (Puk) and Radial Basis Function (RBF). The C 
values applied are, 1 (the default parameter in WEKA), 2, 0.5 and 3. Table 2 shows 16 experiments 
performed with different Kernel and C parameters. The best MAPE value is obtained with Poly 
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Kernel and C = 3. Figure 4 shows the actual sales for periods 1-19 and the forecast results for period 
17, 18 and 19 for the best experiment in SMOreg. SMOreg forecasted 34460, 35993 and 37854 
respectively against actual values of 34067, 35789 and 37893. Figure 4 shows that SMOreg yields 
estimated values that approximate actual sales values. 

Table 2. MLP parameters and corresponding MAPE values. 

Experiment 
Number Kernel Function C MAPE 

1 Normalized Poly 1 26.78% 
2 Poly 1 2.91% 
3 Puk 1 28.78% 
4 RBF 1 1.30% 
5 Normalized Poly  2 19.12% 
6 Poly 2 1.46% 
7 Puk 2 28.78% 
8 RBF 2 1.11% 
9 Normalized Poly 0.5 36.14% 
10 Poly  0.5 3.28% 
11 Puk 0.5 28.77% 
12 RBF 0.5 15.96% 
13 Normalized Poly 3 11.97% 
14 Poly 3 0.85% 
15 Puk 3 28.78% 
16 RBF 3 1.13% 

 

Figure 4. Actual sales and forecasted sales of SMOreg. 

3.4. Forecasting Accuracy Measurement 

For evaluating the forecasting accuracy of the three methods mentioned above, 15% of the data 
patterns is not used in the models for testing purpose and the output of the models are compared 
with the actual value to calculate mean absolute percentage error (MAPE). Table 3 shows the short-
term forecasting accuracy of the applied methods based on MAPE measurement mentioned in section 
2.4. The table is a summary of best experiments performed in each method. The MAPE rates are 0.16%, 
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0.72% and 0.85% for GM (1,1), MLP and SMOreg respectively. According to results GM (1,1) 
outperformed MLP and SMOreg models by providing lower MAPE value. The superiority of the GM 
(1,1) is not an unexpected result as it gives successful results with a small amount of data with 
increasing trend. However, the high forecasting accuracy of ANN vs SVM shows that these methods 
can also be applied in cases where there is little historical data with trend. 

Table 3. MAPE value of GM (1,1), MLP and SMOreg. 

Models MAPE 
GM (1,1) 0.16% 

MLP 0.72% 
SMOreg 0.85% 

5. Conclusions 

In recent years sales forecasting has been critical for determining major activities and strategic 
decisions of companies. The sales volumes of many companies are likely to be positively or negatively 
affected by extraordinary circumstances. The pandemic has been an unprecedented example of these 
extraordinary situations and people started to pay much more attention to their health than ever 
before, and therefore, they began to buy products that will boost their health. The increased purchase 
of these products has positively impacted some specific food industries. The company worked in this 
paper operates in the referred food industry and requires a guiding method to deal with their 
increasing sales.  

In the light of above, a short-term estimate was made for a food supplement product of the 
company. GM (1,1), ANN and SVM are assessed as sales forecasting tools, which are known as 
intelligent machine learning methods. All the models have been developed with their own 
optimization parameters. ANN and SVM experiments were conducted in WEKA environment. The 
accuracies of the employed methods were compared using the MAPE criteria. The MAPE results 
show that all the models gave superior results, with the GM (1,1) slightly better than ANN and SVM.  
The challenge of this study is that due to the novelty of the pandemic situation, very little historical 
data is available. Therefore, it is not surprising that the GM (1,1), which gives very successful results 
with limited data is superior one. However, it should not be ignored that ANN and SVM also gave 
very successful results.  

While forecasting is essential for decision makers in normal conditions, more robust methods is 
required in existence of extraordinary situations like pandemic. This paper examines the usability of 
three intelligent forecasting models by employing increasing sales data of the relevant company 
affected by pandemic. The above-mentioned findings show that the company can replace the legacy 
forecasting method with these intelligent forecasting methods, especially with GM (1,1). 

For further studies, the proposed models can be applied also for forecasting other products in 
different fields such as personal care products and organic products, which have an increasing sales 
trend due to pandemic or any other reason. In this way, companies will benefit from accurate results 
of models, holding too much or too little inventory can be prevented and, as a result, costs can be 
reduced. 
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